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ABSTRACT
In a competitive academic landscape, the perceived influ-
ence of their publications has long been a major factor in
determining the career success of researchers. Further, not
all publication platforms are created equal, with certain
venues unavoidably generally acknowledged as more pres-
tiguous than others. With reference to the most recent pro-
ceedings of eight recognized conferences in the field of arti-
ficial intelligence, we investigate the predictive power of the
reference sources of their papers in determining their actual
venue, and estimate that papers can be sorted by tier with
a confidence level of over 84% from their citations alone.
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Retrieval—General

General Terms
Measurement
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1. INTRODUCTION
For all their longstanding inadequacies, such as the en-

couragement of a“publish or perish”culture that incentivizes
piecemeal articles and quantity of output [37, 14], citation
counts and their derivative statistics remain one of the few
widely-used quantitative measures of a researcher’s reputa-
tion [21]. For example, the h-index [25], a hybrid metric that
considers both the productivity and impact of an individual,
has become increasingly important in tenure decisions [13,
17], and moreover has been found to correspond fairly well
with peer judgment [39]. This is analogous to the impact
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factor of journals and conferences [23, 22], and is a trend
that has only become more prevalent with online indexing
on comprehensive databases such as Google Scholar [32].

As with any well-defined system populated by intelligent
autonomous agents, however, such criteria are vulnerable
to gaming, ranging from the comparatively innocuous and
sometimes-relevant self-citation, to outright blatant (and
oft-successful) manipulation [9, 30]. A self-interested au-
thor can (perhaps unconsciously) inflate their own h-index
significantly, and with little effort [11]. Of course, the most
egregious such offences are likely to be discovered eventually;
therefore, for this paper, we concentrate on a more subtle
question – do publications in selective venues tend to ref-
erence similarly-selective venues (and in particular, them-
selves), as well as the inverse: does the inclusion of high-
quality sources correlate with acceptance in such venues?
This is doubly important as relevant work is often uncited
for various practical reasons [31], and also because of the
extremely fine margins involved in achieving acceptance [8].

1.1 Related Work
Various studies based on citation analysis have been used

to assess journals [26, 40, 16, 28, 10], despite concerns over
unreliable data [6, 18]. Rahm and Thor analyzed citation
frequencies for five prominent database venues [35], and con-
cluded that conferences had a substantially higher citation
impact than journals in the field (though possibly not for
computer science in general [19]). Tsai found that journal
rankings can vary greatly depending on the particular met-
ric chosen [38], while Sicilia et. al found that impact factors
are however largely consistent across citation databases [36].
Hussain and Swain identified a trend towards collaborative
research and multi-authored papers, from the top-ranked
computer science journals according to ScienceDirect [27].
Freyne et. al confirm the relative status of conferences vis-
a-vis journals in computer science by impact factor [20], and
also include artificial intelligence venues. However, they do
not evaluate the sources of these citations, nor attempt to
discover their possible effects.

From our literature review, we believe that our paper is
the first to explicitly confront the issue of the source of ref-
erences, and how they pertain to the publication tier of the
work they belong to, in citation analysis. We hope that this
will motivate discussion as to the strength and significance
of the well-known Matthew effect [33] accruing from venue
prestige, as well as inspire further investigations utilizing
data from other disciplines.
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2. DATA AND RESULTS

2.1 Conferences
Judgment on the quality of conferences has always been

fraught with sensitivity, and yet it is scarcely deniable that
some are viewed as “more prestigious” than others. For
understandable reasons, there are few if any authoritative
statements on the subject. Thus, to identify a suitable se-
lection of conferences in artificial intelligence and related
subfields, we resort to a combination of unofficial lists [2,
3, 4]1, which we consider as peer feedback, and the Field
Rating (field-specific impact factor) metric from Microsoft
Academic Search [5]. We then divided the conferences into
three categories (tiers), as follows:

• Premier – within the top ten on Microsoft Academic
Search for its subfield by Field Rating, and in the top-
most tier of at least one referenced list

• Ranked – within the top 50% on Microsoft Academic
Search for its subfield by Field Rating, and in the top
two tiers of at least one referenced list

• Regular – all other conferences on either Microsoft
Academic Search, or at least one of the referenced lists,
for the relevant subfields

This process returned 182 premier conference labels, 1319
ranked conference labels, and 2111 regular conference labels.
To cater for common variations, this was expanded to a
final collection of 206 premier, 1391 ranked, and 2162 regular
labels for matching purposes. As seen from Table 1, there
is a broad consensus on the tier of a conference, among the
various sources – dissenting opinions are rare. Therefore, we
are fairly confident that the tier divisions are reliable.

Premier Ranked Regular
Premier 182 25 13
Ranked 1294 64
Regular 2034

Total 182 1319 2111

Table 1: Confusion Matrix between Tiers

We also observe that there are many more ranked and reg-
ular conferences than premier ones. However, this does not
necessarily imply that the distribution of individual papers
is also as lopsided, since many regular conferences have rela-
tively few publications. Again utilizing data from Microsoft
Academic Search on our set of conferences, we can obtain a
rough estimate of the number of publications represented in
each category/tier (as used in Section 2.2).

From the premier category, and under the Artificial Intel-
ligence/Machine Learning subfields, we selected the AAAI,
ICML, NIPS and UAI conferences to extract references from,
partly because their proceedings are freely downloadable
from their respective webpages. From the regular category,
we randomly selected four conferences, which we shall refer
to as REG1 to REG4. Their proceedings were obtained from
the IEEE Xplore and Springer databases. We consider only
the latest available edition (2013) of all conferences. This
gave 918 papers from the premier conferences, and 168 pa-
pers from the regular ones.

1A* and A considered as a single (top) tier for CORE

2.2 References
The next step was to obtain and process the actual ref-

erences from the PDF documents. For this, we extracted
their plaintext content using Apache PDFBox ExtractText
[1] from the command line. There has been prior work on
reference extraction by Besangi et al. [12], Wellner et al.
[41] and Powley et al. [34], among others; we however do not
compare our results with theirs, due to our reduced scope in
this respect - for example, we do not require in-text citation
matching to references.

Conveniently for us, almost all papers began their refer-
ences section with a“References”header – the few exceptions
were manually corrected after detection failure. Since the
output from PDFBox retains the formatting of the original
document, most references were broken into multiple lines,
and therefore had to be reconstructed. Between-reference
parsing was straightforward with LATEX-standard bibliographic
styles that utilize square brackets. Otherwise, a heuristic
regular-expression based parser (Algorithm 1) was employed
to detect the most probable reference line breaks.

Algorithm 1 Algorithm for parsing references

buffer[] ← lines(from reference section)
results[] ← ∅
N ← 0
L← average(lines.length)
for i = 0 to buffer.length do

C ← commas in line
if i > 0 AND N > 0 AND buffer[i].length> 0.8L AND
buffer[i].isName AND (buffer[i-1].length< L OR C >=
3 OR buffer[i-1].endswith(.)) then

N ← 0
results[]++

else
N ← 1

end if
results[] ← buffer[i]

end for
return results[]
function str.isName
tokens[] ← str.split(whitespace)
M ← min(tokens.length,6)
S ← 0
for i = 0 to buffer.length do

U ← buffer[i-1].lastchar
if tokens[i].length<= 3 AND (U=“.” OR U=“,” OR
U=“;”) then

S ← S + 2
else if tokens[i]=“and” OR U=“.” OR U=“,” OR U=“;”
OR (i>0 AND tokens[i].firstchar.isUpperCase) then

S ← S + 1
else if tokens[i].containsDigit then

S ← S − 1
end if

end for
S ← S

M

if S > 1
3
then

return 1
else

return 0
end if
end function
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Figure 1: Classifiable References

Reference Source
AAAI ICML NIPS UAI REG1 REG2 REG3 REG4

AAAI 235 124 145 71 0 0 0 0
ICML 34 563 733 95 0 0 0 0
NIPS 59 493 777 117 0 0 0 0
UAI 32 94 167 130 0 0 0 0

REG1 9 12 7 3 0 0 0 0
REG2 2 0 0 0 0 1 0 1
REG3 6 4 2 1 0 0 8 0
REG4 33 2 8 4 0 0 0 0

Table 2: Reference Matrix (Absolute Counts)

This parsing was not perfect due to the existence of in-
herently ambiguous tokens such as editorships and publisher
names, and sometimes inconsistent styling even within a
single references section. Remaining mistakes were manu-
ally corrected as far as was possible. This produced 21368
(avg. 23.3/paper) references from the premier category con-
ferences, and 2936 references (avg 17.5/paper) from the reg-
ular category conferences.

For each reference, we attempt to automatically match it
with the category that its source belongs to. We achieve this
by expression-matching substrings of each reference against
the conference labels, from the longest (most specific) to
shortest label. Of course, this is not possible when the source
is not from one of the conferences in our labelled set, for
instance when they are from a conference in a non-Computer
Science area, a journal, or some other modality; for such
references, we refer to them as “unclassified”. About 40%
of the references from each conference can be matched with
a registered conference label (i.e. “classified”) this way (see
Figure 1). From this point on, we consider only “classified”
references in our analysis.

As illustrated in Figure 2, the reference sources of premier
and regular conference papers are extremely well-separated
– both overwhelmingly tended to cite papers from a similar
conference tier to themselves. A more detailed breakdown
among the eight conferences that were specifically studied is
displayed in Table 2, which shows the raw total number of
references that each conference had from each other confer-
ence. A normalised version, where the reference count from
each conference is scaled by the historic number of publica-
tions for that conference (as taken from Microsoft Academic
Search) is given in Table 3. From this, it can be seen that
the citation of past papers from the same conference is a
common, and possibly expected, practice, at least among
premier conferences.
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Figure 2: Category Distribution of Reference Sources

Reference Source
AAAI ICML NIPS UAI REG1 REG2 REG3 REG4

AAAI 4.35 5.03 3.38 4.52 0.00 0.00 0.00 0.00
ICML 0.63 22.84 17.10 6.04 0.00 0.00 0.00 0.00
NIPS 1.09 20.00 18.13 7.44 0.00 0.00 0.00 0.00
UAI 0.59 3.81 3.90 8.27 0.00 0.00 0.00 0.00

REG1 0.17 0.49 0.16 0.19 0.00 0.00 0.00 0.00
REG2 0.04 0.00 0.00 0.00 0.00 0.98 0.00 0.46
REG3 0.11 0.16 0.05 0.06 0.00 0.00 1.47 0.00
REG4 0.61 0.08 0.19 0.25 0.00 0.00 0.00 0.00

Table 3: Reference Matrix (Relative Counts)

2.3 Predictive Power
From the data presented, it appears possible that mean-

ingful correlations can be found between the characteris-
tics of a paper’s collection of references, and its publication
venue. We formulate two questions, in order of difficulty:
Firstly, how well can we determine the probable tier of a
paper from its references alone? Secondly, how well can we
determine the probable conference it belongs to, again from
its references alone? To answer this, we examine the results
that can be achieved from various combinations of represen-
tations of the reference sets with classifiers.

2.3.1 Representations

• R1 – four features, corresponding to the percentage of
“classified” references, and the percentage of premier,
ranked and regular sources among the “classified” ref-
erences

• R2 – 3667 features, corresponding to the four fea-
tures from R1, and a (large, sparse) vector where each
known conference label is hashed to a unique vector in-
dex. This is in effect a“bag of words”model, which has
seen prominent usage in document analysis [29] and
computer vision. For citation analysis in particular,
references have been studied for plagarism detection
[24] and content clustering using their context [7], but
not specifically for venue prediction

2.3.2 Classifiers

• kNN – the k-nearest neighbour classifier, with Eu-
clidean distance metric

• SVM – the radial basis function support vector ma-
chine classifier. We use the LIBSVM[15] implementa-
tion, which includes support for sparse vectors
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(b) kNN-R2
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(c) SVM-R1
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(d) SVM-R2

Figure 3: Tier prediction results, precision-recall curves
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Figure 4: Conference prediction results, precision-recall curves

2.3.3 Tier Prediction
We perform five-fold cross-validation on the available ref-

erence data as follows: firstly, for each conference, we ran-
domly divide its papers into five folds, to ensure that the
set of papers from which the references used in training
are obtained from are always independent of those used for
evaluation. The feature vectors of references from premier
conferences are labelled as “1”, and those from regular con-
ferences as “0”. For each fold, its training data consists of
all references from the other four folds. Since there will be
many more references from the premier class in the training
set, the references from the regular class will be oversampled
such that both classes are equally represented.

Since the performance of both classifiers is dependant on
parameters (k for kNN, and {c, g} for SVM), we exhaus-
tively search the respective parameter spaces
k = {1, 3, . . . , 21} and c = {2−5, . . . , 215}, g = {2−15, . . . , 23},
and plot the achievable convex hulls obtained (Figure 3). It
is observed that SVM with “bag of words” data (SVM-R2)
produces the best results. F-measure is maximized with
SVM-R2 (Figure 3(d)) at a level of 0.917; at this point,
sensitivity for premier papers is 0.921 (839/918), while sen-
sitivity for regular papers is 0.571 (96/168). Since maximiz-
ing f-measure is biased towards identifying premier papers
due to their larger number, we also consider the Balanced
Correct-classification Rate (BCR), which is defined as the
product of the sensitivities of each class. BCR is maximized
at a level of 0.710; at this point, sensitivity for premier pa-
pers is 0.840 (771/918), while sensitivity for regular papers
is 0.845 (142/168).

2.3.4 Conference Prediction
We adopt the same methodology for conference predic-

tion as for tier prediction. For each conference, for each
representation-classifier combination, we train a model to
predict whether a paper belongs to that particular confer-
ence, or not (i.e. belongs to one of the seven other confer-
ences). This is much more challenging than tier prediction,
since each conference has to be distinguished from many

other conferences covering the same general subject area,
three of them moreover of the same tier (Figure 4). De-
spite this, better-than-chance prediction is still possible, as
detailed in Table 4 (SVM-R2; Pos represents the sensitivity
for the conference, and Neg for the other seven conferences):

Conference Targeted
AAAI ICML NIPS UAI REG1 REG2 REG3 REG4

BCR 0.57 0.48 0.41 0.51 0.60 0.78 0.69 0.54

Pos 0.69 0.79 0.71 0.62 0.85 0.90 0.82 0.80
Neg 0.82 0.62 0.58 0.83 0.70 0.88 0.84 0.67

Table 4: Conference prediction sensitivities (max BCR)

3. CONCLUSIONS AND FUTURE WORK
Our findings suggest that even completely disregarding a

paper’s content, we can gain a pretty good idea of the qual-
ity of conference that it was (will be?) presented at, from
its references alone. While this phenomena is probably not
causative – a poor paper that takes pains to cite only from
top conferences2 obviously remains unlikely to be accepted
at those same conferences as-is – its existence is still worth
explaining. Specialization may play a part, though all con-
ferences studied overlapped heavily in scope. Also, if the
widespread belief that papers are submitted to progressively
less-selective conferences until accepted is true, then there
is little prior justification for why the characteristics of their
reference sources would differ so significantly.

This is however but an exploratory work, and there re-
mains much space for examination; does this effect hold with
more conferences, with conferences from other fields, and
with journals? Would considering the tier of referenced jour-
nals too, improve predictive power further? How strongly
might the choice of referenced sources affect acceptance?
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